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Abstract

We theoretically study the impact of differential privacy on fairness in classification. We
prove that, given a class of models, popular group fairness measures are pointwise Lipschitz-
continuous with respect to the parameters of the model. We use this Lipschitz property to
prove a high probability bound showing that, given enough examples, the fairness level of
private models is close to the one of their non-private counterparts.
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